**PROGRAMARE PARALELA SI DISTRIBUITA**

**Cod disciplina: MLR5077**  
**Contact: virginia.niculescu@ubbcluj.ro**

**Structura curs**

|  |  |
| --- | --- |
| **Curs** | **Tematica** |
| C1 | Structura cursului, Cerinte, Evaluare, Necesitatea calcului paralel si distribuit. |
| C2 | Arhitecturi paralele. Clasificarea sistemelor paralele. Cache Consistency. Top 500 Benchmarking. |
| C3 | Paralelism implicit versus paralelism explicit. Procese versus Fire de executie. |
| C4 | MPI - Message Passing Interface |
| C5 | Concurenta → mecanisme: semafoare, monitoare, variabile conditionale |
| C6 | Forme de sincronizare - exemplificari |
| C7 | Forme de sincronizare - exemplificari |
| C8 | Futures & Promises. Executors |
| C9 | OpenMP |
| C10 | CUDA |
| C11 | Masurarea performantei programelor paralele.Granularitate, Scalabilitate |
| C12 | Sabloane de programare paralela |
| C13 | Sabloane de programare distribuita |
| C14 | Analiza/Modele subiecte |
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**Evaluare:**

**Laborator:**

- teme de tip proiect

- teme “inclass”

- test practic 1

**In sesiune:**

* Evaluare teoretica
* Evaluare practica(test practic 2)

**Calcul nota finala:**  
Nota laborator = NL  
Nota laborator "in-class" = NS  
Nota test practic1 = NM

Nota examen teoretic= NE (sesiune)

Nota test practic2 = NT (sesiune)

Nota finala = [NL\*35+NS\*5+ NE\*30+NM\*10+NT\*20]/100,

iff NE>4.5 && NL>4.5

**Informatii pentru studentii restantieri:**

Conform regulamentului, restantierii se conformeaza tuturor cerintelor promotiei curente.   
Ca urmare:

* Faptul ca in anii precedenti ati promovat activitatea de laborator, sau testul practic, sau examenul scris, isi pierde valabilitatea.
* Toate cerintele de promovare prezentate mai sus sunt sunt valabile si pentru studentii restantieri.